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Abstract

This paper focuses the knot insertion in the B-spline collocation matrix, with nonnegative determinants in all $n \times n$ sub-matrices. Further by relating the number of zeros in B-spline basis as well as changes (sign changes) in the sequence of its B-spline coefficients. From this relation, we obtained an accurate characterization when interpolation by B Splines correlates with the changes leads uniqueness and this ensures the optimal solution. Simultaneously we computed the knot insertion matrix and B-spline collocation matrix and its sub-matrices having nonnegative determinants. The totality of the knot insertion matrix and B-spline collocation matrix is demonstrated in the concluding section by using the input image and shows that these concepts are fit to apply and reduce the errors through mean square error and PSNR values.
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1 Introduction

Numerous examples are closely associated between the spline function and its B-spline function’s coefficients. This is most visible in the features of the Schoenberg operator [4]. But while applying the standard well known property of matrices with dominant main diagonal, the stability of the B-spline basis, and the convergence of the control polygon
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(B-spline) are fit to apply and reduces the errors [3, 14]. In the recent days the researchers are able to determine when interpolation using splines and B-splines are uniquely solvable based on the attribute based knots. In general, the cubic splines determine the values of the gradient based on the node’s location, function value, intervals and derivatives [15]. Using local coordinates, each node and transformation technique, the period of continuity will be identified [10]. Using the first and second derivative we can estimate the input function and divide the input function / image in to n equal parts. Similarly these B-splines are used to approximate the mid value of the intervals [7].

In the truncation error analysis, amplitude error and phase error analysis were produce the accurate periodic function values and these values are consistent when \( h \to 0 \) [8]. It is noted that the first and second derivatives of B-splines are continuous at the interior points. B-spline curve function generates a curve through control points – knots. These knots manipulate many short segments of the input function or input image [11, 13].

This paper is structured as follows. Section II deals with the B-spline basis through divided difference operator. The ways to construct the optimal basis of B-splines are explained in section III. Analytical expressions of the best B-spline basis are expressed in section IV. The totality of the knot insertion matrix and B-spline collocation matrix is demonstrated in the concluding section V.

2 B-spline basis through divided difference operator

This section deals with B-spline basis through difference operator in an analytical manner. Consider the following sequence of non coincident, knots and \( n \) be a number of curve segments of the input image [6]

\[
\mathcal{X} = \{x_1, x_2, \ldots, x_n\} \text{ with } x_1 < x_2 < \cdots < x_n
\]  

(1)

Let
be the determinant of the B-spline collocation matrix which is used to preserve the boundary of the input image. Consider the knot sequence \( \mathcal{U}(x) = \{u_1(x), u_2(x), \ldots, u_n(x)\} \) which is used to decompose the image as \( n \) equal parts or \( n \times n \) sub matrices. The combination of decomposed image and the normal input are together generalized as follows [16]:

\[
M \begin{pmatrix} u_1(x) & u_2(x) & \cdots & u_n(x) \\ x_1 & x_2 & \cdots & x_n \end{pmatrix} = \begin{pmatrix} u_1(x_1) & u_2(x_1) & \cdots & u_n(x_1) \\ u_1(x_2) & u_2(x_2) & \cdots & u_n(x_2) \\ \vdots & \vdots & \ddots & \vdots \\ u_1(x_n) & u_2(x_n) & \cdots & u_n(x_n) \end{pmatrix}
\]

(3)

where \( D \) be the determinant and \( M \) be the multiplicities of the coincident knots. Let the multiplicities of the coincident knots be defined as [2],

\[
\mathcal{M} = \{m_1, m_2, \ldots, m_r\} \quad \text{with} \quad \sum_{k=1}^r m_k = n
\]

(4)

Now define

\[
\tilde{\mathcal{X}} = \{x_1, x_2, \ldots, x_n\} = \begin{pmatrix} \eta_1 & \eta_1 & \eta_2 & \eta_2 & \eta_r & \eta_r \\ m_1 & m_2 & m_2 & m_r & m_r & m_r \end{pmatrix}
\]

(5)

where \( \eta_1 < \eta_2 < \cdots < \eta_r \) are the non coincident knots of the sequence \( \tilde{\mathcal{X}} \). Let \( \mathcal{U}(x) \) are sufficiently smooth [1], and the collocation matrix associated with \( \mathcal{U}(x) \) over the knot sequence (5) is given by

\[
\tilde{M} \begin{pmatrix} u_1(x) & u_2(x) & \cdots & u_n(x) \\ x_1 & x_2 & \cdots & x_n \end{pmatrix} = \begin{pmatrix} u_1(\eta_1) & u_2(\eta_1) & \cdots & u_n(\eta_1) \\ u_1(\eta_1) & u_2(\eta_1) & \cdots & u_n(\eta_1) \\ \vdots & \vdots & \ddots & \vdots \\ u_1(\eta_r) & u_2(\eta_r) & \cdots & u_n(\eta_r) \\ u_1(\eta_r) & u_2(\eta_r) & \cdots & u_n(\eta_r) \\ \vdots & \vdots & \ddots & \vdots \\ u_1^{(m_1-1)}(\eta_1) & u_2^{(m_1-1)}(\eta_1) & \cdots & u_n^{(m_1-1)}(\eta_1) \\ u_1^{(m_1-1)}(\eta_1) & u_2^{(m_1-1)}(\eta_1) & \cdots & u_n^{(m_1-1)}(\eta_1) \end{pmatrix}
\]
Therefore, if the performance of the above matrix has convenient derivatives, the divided difference operator will be applied in the sequence of multiple nodes \( \tilde{\mathcal{X}} \) which is often described using the collocation matrix (6).

3 Optimal basis of B-Splines

The optimal B-spline in bounded intervals is often described by introducing additional nodes and knots at the boundaries. Let \( L \geq n + 1 \) be an integer and let \( \mathcal{T} = \{0, 1, \ldots, L - 1, L\} \) be the sequence of the integer knots. Extend \( \mathcal{T} \) by adding \( 2n \) in the \( n \)th element and denote it as \( \mathcal{\tilde{T}} \) and is defined as

\[
\mathcal{\tilde{T}} = \{0, 1, \ldots, L - 1, L + 2n\} = \{x_0, x_1, x_2, \ldots, x_{2n+L}\}
\]

Assume \( L + 2n \) knots has the multiplicity of finite boundaries in the following interval, i.e.,

\[
\mathcal{\tilde{T}} = \{x_0, x_1, x_2, \ldots, x_{L+2n}\} = \begin{cases} 
  x_0 = x_1 = x_2 = \cdots = x_n = 0 \\
  x_k = k - n, \ n + 1 \leq k \leq L + n - 1 \\
  x_{L+n} = x_{L+n+1} = x_{L+n+2} = \cdots = x_{L+2n} = L 
\end{cases} \tag{7}
\]

Corresponding optimal B-spline basis \([5]\) is defined as

\[
\mathcal{N}_n = \mathcal{N}_{kn}(x), \ 0 \leq k \leq L + 2n 
\]

\( \mathcal{N}_{kn}(x) \) is having simple knots, and \( L + 2n \) edge functions, is having multiple knot at the boundary. Hence the optimal B-spline basis \( \mathcal{N}_n \) is symmetric and of degree \( n \) with knots \( \mathcal{\tilde{T}} \).

Now compute \( \mathcal{N}_{kn}(x) \) using the following divided differences \([9]\)

\[
\mathcal{N}_{kn}(x) = x_{L+2n} - x_L 
\]

(9)

From (9), we have \( \mathcal{N}_n \) has \( L + 2n \) interior functions, i.e., \( \mathcal{N}_{kn}, 0 \leq k \leq L + 2n \) have simple knots and \( 2n \) edge functions \( \mathcal{N}_{kn} \) for \( 0 \leq k \leq n + \frac{L}{2} \) have multiple knots in both the boundary (during the decomposition of the input image). The basis \( \mathcal{N}_{kn}(x) \) is centrally symmetric, i.e.,

\[
\mathcal{N}_{kn}(x) = \mathcal{N}_{(L+n-(k+1))n}(L - x), \quad 0 \leq k \leq n + \frac{L}{2} 
\]

(10)
Consequently, the adequate basis of B-splines is stable, so that numerical errors do not seem to be magnified. The basis $N_{kn}$ is speculated and map this with the following function

$$\mathcal{N}_{nh} = \{N_{kn}(x), 0 \leq k \leq L - 1 + n\}$$ (11)

where $L = (b - a)/h$. In general the internal functions are then calculated as follows [12]:

$$N_{kn}(x) = B_n \left(\frac{x-a}{h} - (k-n)\right), \quad n \leq k \leq L - 1$$ (12)

2n edge functions are classified as

$$N_{kn}(x) = N_{kn} \left(\frac{x-a}{h}\right),$$

$$N_{(L-1+n)nh}(x) = N_{kn}(b-x) \quad 0 \leq k \leq n - 1$$ (13)

All higher properties better construct the $\mathcal{N}_n$ premise once it is used in problems.

4 B-Spline basis - Analytical expression

Let $N_{kn}$ be the optimum basis linked with sequence of knots (7). The interior functions $N_{kn}, \ n \leq k \leq L - 1$, are defined through B-spline $B_n$ as

$$N_{kn}(x) = B_n(x + 2k), \quad 0 \leq k \leq L - 1 \quad \text{to} \quad 0 \leq k \leq L + 1$$ (14)

Here $N_{kn}$, having support on $0 \leq k \leq n - 1$, and the right edge functions of $N_{kn}, \ 0 \leq k \leq L + 1$, having support on $0 \leq k \leq n + 1$.

**Theorem 1:** Let $\mathcal{F}$ is the sequence of multiple knots in the interval $I = [0, L]$. The analytical expression of the left edge functions are given by

$$N_{kn}(x) = |T_{kn}^r|(k + 1)\frac{|T_{kn}|}{|P_{kn}|}, \quad 0 \leq k \leq n - 1$$ (15)

where $|T_{kn}|$ and $|P_{kn}|$ are the determinants of the following matrices

$$T_{kn} = \begin{pmatrix} y^{n-k+1} & y^{n-k+2} & \ldots & y^n & (y-x)^n \\ 1 & 2 & \ldots & k & k + 1 \end{pmatrix}$$

$y^{n-k+1}$ to $(y-x)^n$ represents the number of curve segments of the input image.
$T_{kn}$ and $P_{kn}$ are the $(n+1)$ order collocation matrix

$$P_{kn} = \begin{pmatrix} y^{2n} & y^{2n-2} & \cdots & y^{2n-k} & (y-x)^{2n} \\ 1 & 2 & \cdots & k & k+1 \end{pmatrix}$$

and

$$T_{kn}^r = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 2^n & 2^{n-k+1} & \cdots & 2^{n-k+2} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \cdots & \cdots & \cdots & 1 \\ (r-1)^{n-k+1} & (r-1)^{n-k+2} & \cdots & (r-1)^n \\ (r+1)^{n-k+1} & (r+1)^{n-k+2} & \cdots & (r+1)^n \\ \vdots & \vdots & \ddots & \vdots \\ (k+1)^{n-k+1} & (k+1)^{n-k+2} & \cdots & (k+1)^n \end{pmatrix}$$

By expanding the determinant of $T_{kn}, P_{kn}$ as follows

Here $T_{kn}$ is the $(n-k+1)$ order diagonal matrix and constructed like

$$T_{kn} = diag(1,1,2!,\ldots,(n-k+1)) \tag{16}$$

$P_{kn}$ is the $(k+1) \times (n-k+1)$ dimension matrix and constructed like

$$P_{kn} = (i^{j-1}, \quad 1 \leq i \leq k+1, \quad 1 \leq j \leq n-k+1) \tag{17}$$

and $T_{kn}^r$ is the $(k+1)^{th}$ order of collocation matrix.

The statement continues to expand the determinant of $T_{kn}$ matrix. Therefore, in order to value the derivatives of the arc functions, to compute the truncated error. The left edge functions $N_{kn}$, $0 \leq k \leq L-1$, holding the symmetrical property.

**Corollary 1:** Let $\tilde{T}$ be the sequence of multiple knots in the interval $I = [0,L]$. For $0 \leq k \leq 2$, the left edge functions $N_{kn}$ are given by initially like

$$N_{0n}(x) = \begin{cases} (1-x)^n, & 0 \leq x < 1 \\ 0, & \text{otherwise} \end{cases} \tag{18}$$

$$N_{1n}(x) = \begin{cases} \frac{1}{2^n}(2-x)^n - 2(1-x)^n, & 0 \leq x \leq 1 \\ \frac{1}{2^n}(2-x)^n & 1 < x \leq 2, \quad n \geq 2 \\ 0, & \text{otherwise} \end{cases} \tag{19}$$
\[ N_{2n}(x) = \begin{cases} 
\frac{1}{2} (3 - x)^n - \frac{3}{2n-1} (2 - x)^n - \frac{3}{2} (1 - x)^n & 0 \leq x \leq 1 \\
\frac{1}{2} (3 - x)^n - \frac{3}{2n-1} (2 - x)^n & 1 < x \leq 2 \\
\frac{1}{2} (3 - x)^n & 2 < x \leq 3 \text{ and } n \geq 2 \\
0 & \text{otherwise} 
\end{cases} \] (20)

It is interesting to observe that when \( n = 1 \) (linear case), the left edge function \( N_{01}(x) = 1 - x \) and remind the basis \( \mathcal{N}_1 \) is the only one of its B-spline basis. We observed to pay particular attention to the analysis of the inputs of \( x \), as it involves the values \( N_{0n}(x) \) obviously it’s a positioning points. In the similar way boundary functions in the basis of cardinal B-splines localization points could be identified. Marginal B-splines are multi-variable B-spline functions that are created by uni-variable B-spline basis, and we define multi-variable B-spline function in terms of matrix and an algebraic formula. The higher order derivatives of functions are extended in the form of Euler’s gamma function and define like

\[ \Gamma(\beta) = \int_0^{\infty} z^{\beta-1} e^{-z} \, dz \] (21)

If \( \Gamma(\beta) \) fulfils homogeneous initial conditions, during the interval \( 0 \leq k \leq m - 1 \), we get the following function

\[ \Gamma(\beta) = \frac{\Delta^{n+1} x^{k-\beta}}{k-\beta+1}, \quad x \geq 0, \quad 0 < \beta < n \] (22)

where \( \Delta^n \) is the finite difference operator. \( B_n \) satisfies the same boundary conditions.

Finally we have

\[ T_{kn}^r = \begin{pmatrix}
1 & 1 & \cdots & 1 & (1 - x)_+^n \\
\frac{1}{2n-k+1} & \frac{1}{2n-k+2} & \cdots & \frac{1}{2n} & (2 - x)_+^n \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
(k + 1)^{n-k+1} & (k + 1)^{n-k+2} & \cdots & (k + 1)^n & (k + 1 - x)_+^n
\end{pmatrix} \]
Figure 1: Input Image 1 – Original image, Noisy image and squared Error image

Figure 2: Input Image 2 – Original image, Noisy image and squared Error image

Figure 3: Input Image 3 – Original image, Noisy image and squared Error image
Figure 4: Input Image 4– Original image, Noisy image and squared Error image

Figure 5: Input Image 5 – Original image, Noisy image and squared Error image

<table>
<thead>
<tr>
<th>Input Image</th>
<th>Mean Square Error</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Image 1</td>
<td>42.48</td>
<td>31.93</td>
</tr>
<tr>
<td>Input Image 2</td>
<td>37.58</td>
<td>30.57</td>
</tr>
<tr>
<td>Input Image 3</td>
<td>61.08</td>
<td>31.57</td>
</tr>
<tr>
<td>Input Image 4</td>
<td>48.40</td>
<td>31.01</td>
</tr>
<tr>
<td>Input Image 5</td>
<td>61.67</td>
<td>30.04</td>
</tr>
</tbody>
</table>

Table 1: Comparison of Mean square error and PSNR values of input images

Figures 1 to 5 represents various input images and its corresponding noisy and squared error image. Table shows the mean square error and PSNR values of the input images.

5 Conclusion

This study set out the digital image noise reduction through numerical analysis. Visual comparison and quantization of reconstruction of digital images from multiple images based on the basis of B-splines are computed. By fixing the computational complexity the optimal control parameters of B-spline identified in the form of matrix as well as an algebraic formula. B-spline basis is embedded with Euler’s gamma function and this makes the B-spline modeling from the digital images. It is identified that that the error terms (noise) were decreased, and this leads to higher accuracy as the step size increased. By performing the
error analysis it was concluded that the B-spline basis method is effective to reduce the noise terms of the digital images.
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